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Abstract. Inthis paper, we propose a novel texture classification method
based on product Bernoulli distributions (PBD) and contourlet trans-
form. In particular, product Bernoulli distributions (PBD) are employed
for modeling the coefficients in each contourlet subband of a texture
image. By investigating these bit-plane probabilities (BPs), we use the
weighted Li-norm to discriminate the bit-plane probabilities of the cor-
responding subbands of two texture images and establish a new distance
between the two images. Moreover, the K-nearest neighbor classifier is
utilized to perform supervised texture classification. It is demonstrated
by the experiments that our proposed method outperforms some current
state-of-the-art approaches.
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1 Introduction

Texture classification plays an important role in computer vision with a wide
variety of applications. Examples include classification of regions in satellite
images, automated inspection, medical image analysis and document image pro-
cessing. During the last three decades, numerous methods have been proposed
for image texture classification and retrieval [I]-[I3]. Among these approaches,
wavelet-based methods may be the most popular due to the multiresolution and
orientation representation of wavelets which is consistent with the human visual
system [10].

However, two-dimensional wavelets are only good at catching point discon-
tinuities but do not capture the geometrical smoothness of the contours. As
a newly developed two-dimensional extension of the wavelet transform using
multiscale and directional filter banks, the contourlet transform can effectively
capture the intrinsic geometrical structure that is key in visual information,
because the contourlet expansion can achieve the optimal approximation rate
for piecewise smooth functions with C? contours in some sense [14]. Recently,
the contourlet transform has been successfully used in content-based texture re-
trieval [15], palmprint classification and handwritten numeral recognition [16].
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Of course, the contourlet transform also provides us an efficient tool to extract
the features from a texture image for texture classification.

Modeling wavelet detail subband coefficients via the Product Bernoulli Dis-
tributions (PBD) [11]-[I2] has received a lot of interest. The PBD model makes
use of a binary bit representation for wavelet subband histograms and the so-
called Bit-plane Probability (BP) signature is constructed based on the model
parameters. Essentially, the main merits of BP approach are its efficiency for sig-
nature extraction and similarity measurement based on Euclidean metric, and
the statistical justification of the model parameters for use in image process-
ing applications [I0]-[I1]. However, it has two main disadvantages. First, the
wavelet transform used in [I1] cannot capture directional information and then
the wavelet coefficients don’t represent a texture image well. So the recognition
performance is not satisfying. Second, the minimum distance classifier used in
[11] doesn’t work well because the BP signature is obtained by concatenating all
the bit-plane probabilities of all high-pass subbands, and the distance between
a new image and a texture class is obtained by the weighted — L distance of
the BP signature of the test sample and the mean of the BP signatures of all
training samples in each class.

Motivated by the advantages and disadvantages of PBD, we propose a new
method for texture classification using contourlet transform and PBD together.
More specifically, this paper makes the following contributions. First, we use
product Bernoulli distributions to model the contourlet coefficients instead of
wavelet coefficients. Second, we present a new distance of two images, which is
measured by summing up all the weighted — L1 metrics of the bit-plane prob-
abilities of the corresponding subbands. Finally, we apply the PBD model in
the contourlet domain to supervised texture classification through the K-nearest
neighbor classifier, and experimental results on large texture datasets reveal that
our proposed method with the use of the new distance performs better than the
method based on the PBD in the wavelet domain [II], and outperforms the
current state-of-the-art method based on M-band ridgelet transform [I7].

The rest of the paper is organized as follows. Section 2 introduces the con-
tourlet transform. In Section 3, we present a new texture classification method
based on the product Bernoulli distributions in the contourlet domain. Experi-
mental results on three large datasets are conducted in Section 4 to demonstrate
the effectiveness of our proposed texture classification method. Finally, we con-
clude briefly in Section 5.

2 Contourlet Transform

The contourlet transform was recently developed by Do and Vetterli [14] in
order to get rid of the limitations of wavelets. Actually, they utilized a double
filter bank structure in which at first the Laplacian pyramid (LP) [I8] is used
to capture the point discontinuities, and then a directional filter bank (DFB)
[19] is used to link point discontinuities into a linear structure. So, the overall
result of such a transform is based on an image expansion with basis elements
like contour segments, and thus it is referred to as the contourlet transform.
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Due to its cascade structure accomplished by combining the Laplacian pyra-
mid (LP) with a directional filter bank (DFB) at each scale, multiscale and
directional decomposition stages in the contourlet transform are independent of
each other. Therefore, one can decompose each scale into any arbitrary power of
two’s number of directions, and different scales can be decomposed into different
numbers of directions. Therefore, it can represent smooth edges in the manner of
being close to the optimal efficiency. Fig. 1 shows an example of the contourlet
transform on the ”Barbara” image. For the visual clarity, only two-scale decom-
positions are shown. The image is decomposed into two pyramidal levels, which
are then decomposed into four and eight directional subbands, respectively.

More recent developments and applications on the contourlet transform can

be found in [15],[16] and [20].

Fig. 1. The result of the Contourlet transform of the ”Barbara” image

3 Proposed Texture Classification Method

3.1 Product Bernoulli Distributions

For L-scale contourlet decompositions of a given texture image, we find the
average amplitude of the coefficients increases almost exponentially with the
scale ¢ (1 = 1,2---,L). Hence, to model the contourlet coefficients at different
scales uniformly, we regularize them by multiplying the factor 1/2¢ to those in
the high-pass directional subbands at the i-th scale, and multiplying the factor
1/22F to those in the low-pass subband. For simplicity, the contourlet coefficients
in the following will represent the regularized coefficients without explanation.

Considering one particular contourlet subband, we quantize each coefficient
into n bits using deadzone quantization that step size equals 1.0 [I1]. It follows
that each of the quantized contourlet coefficients can be expanded into n binary
bit-planes. Thus, we express it as a random variable:

n—1
Y =)"2;, (1)
=0
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where Y; is a random variable representing the i-th binary bit of the coefficient.
That is, each bit-plane is composed of either 0 or 1, and the joint probabil-
ity distribution of the quantized coefficients is P(Y = y) = P(Yo = 4o,Y1 =
Y1,y Yno1 = yn—1) where y; € {0,1} is the i-th binary bit of y. If we assume
Y;’s are statistically independent variables and denote the model parameter by
p; = P(Y; = 1), the joint distribution can be written as a product of Bernoulli
distributions (PBD) [11]:

n—1

fPBD le1 _ 1 y, (2)

which can be characterized by the bit-plane probabilities: P = (pg, p1,+ -+, Pn—1)-

In this way, for a given particular contourlet subband with a set of absolute
quantized coefficients y = (y',%2,---,y*) where y/ € Z* is the j-th component
of y and ZT denotes the set of all the nonnegative integer numbers, the likelihood
function of y can be defined as

k k n—1 .
- . J L
L(y; P) =log [[ fPPP(v =y/sP)=log [[ [[ PV (1 —p)" ™,  (3)
j=1 j=1i=0

where y{ is the i-th binary bit of the j-th component of y and

P= (p07p17"'7pn—1)~ (4)
Thus, the ML estimator [I1] of P can be obtained by
OL(y; P)
=0 5
B o, )

namely, p; = 112?:1 yg7 where ¢ = 0,1,---,n — 1. That is, the ML estimator
of the model parameter is equivalent to the probabilities of one-bit occurrence
for each of the bit-planes. Therefore, we can compute the bit-plane probabilities
(BP) for each contourlet subband using the above ML estimators. As we all
know, a sufficient statistic for a model parameter is a statistic that captures all
possible information in the data about the model parameter. In the same manner
as in [I1], the sufficiency of the parameter estimators can also be proved by the
Fisher-Neyman factorization theorem [IT].

3.2 Discrepancy Measurement and K-Nearest Neighbor Classifier

Once the bit-plane probabilities (BP) of all subbands are obtained for every
texture, we can compare the corresponding BPs of two subbands using a metric.
In [11], it has been investigated and demonstrated that the Relative — L; (RL1)
distance is suitable for comparing BPs. Hence, we still use RL1 as the metric of
two BPs P! and P2, which is given by

n—1

£ 1+p} +p}



Contourlet-Based Texture Classification with PBD 13

where P! = (p§,pt,---,ph_1) and P? = (p3,p?,---,p2_;). Note that the RL1
distance is a weighted L; one.

For two given images I} and Iy, we can obtain M contourlet subbands
(B{1 , Bél, e B]I\}) and (B{~2 , Bf, e Bﬁ), respectively, after having imple-
mented an L-level contourlet transform on them, and then define the distance
between the two images by

M

DL(I;,I) = _d; (7)

=1
where d; = RLl(le,PjQ) is the Relative — L, distance between the two BPs

le and Pj2 corresponding to the subbands B;l and B;Q, respectively for j =
1,2,---, M.

Given a single test sample I'* and a training set, we will utilize the K-nearest-
neighbor classifier to perform texture classification. In particular, we compare I'*
with each training sample, and then assign it to the class to which the majority
of these k nearest neighbors belong. This classifier performs better than the
minimum distance classifier used in [I1], which will be demonstrated in the
following section.

4 Experimental Results

In this section, various experiments are carried out to demonstrate our proposed
method for texture classification. In our experiments, we select the pyramid
and directional filters by the 79-7” filters in the contourlet transform, which
are the biorthogonal wavelet filters. In addition, we impose that each image
is decomposed into one low-pass subband and four high-pass subbands at four
pyramidal levels. The four high-pass subbands are then decomposed into four,
four, eight, and eight directional subbands, respectively. It follows that the total
number of directional subbands, M, is 25. For texture images, n = 8 bits are
sufficient for subband coefficients. For the sake of clarity, we refer to our proposed
method based on the bit-plane probability model in the contourlet domain and
K-NN classifier as BPC+KNN.

4.1 Performance Evaluation

We first evaluate our method for texture classification on a typical set of 64
grey 640 x 640 images (shown in Fig. 2 and denoted by Set-1) from the Brodatz
database [2], which was also used in [23].

In the experiments on Set-1, each image is divided into 25 128 x 128 nonover-
lapping patches, and thus there are totally 1600 samples available. We select V¢,
training samples from each of 64 classes and let the other samples for test with
Ny = 2,3,--+,24. The partitions are furthermore obtained randomly and the
average classification accuracy rate (ACAR) is computed over the experimental
results on 10 random splits of the training and test sets at each value of Ny,.
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Fig. 2. The set of 64 texture images used in [23]

For Set-1, we compare our proposed BPC+KNN with two other methods. The
first is the method based on the bit-plane probability model in the wavelet do-
main and minimum distance classifier (called BPW-+MD)[IT]. By this approach,
the distance between a test sample and a given class is defined by the RL; dis-
tance between the input BP signature of the test sample and the mean of the
BP signatures of all training samples in the class. Once the distances between
the test sample and each class are obtained, the label of the class that has the
minimum distance from the test sample is assigned to the test sample. The sec-
ond method is BPC+MD, which is the same as BPC+KNN but the minimum
distance (MD) classifier. For the MD classifier, the distance between a test sam-
ple and a given class is defined as the mean of the ones, defined by DL, between
the test sample and all training samples in the texture class.

Fig. 3 plots the average classification accuracy rates (with error bars) of
BPC+KNN, BPC+MD, and BPW+MD with respect to the number of training
samples Ni.. As can be seen, the ACAR of BPC+KNN increases monotoni-
cally with the number of training samples. However, the ACAR of BPW+MD
does not have the same regularity as that of BPC+KNN. We can also see that
BPC+MD performs better than BPW+MD by about 2.0%-4.0% for each value
of Ny, which implies PBDs in the contourlet domain outperforms those in the
wavelet domain. BPC+KNN (K = 1) slightly outperforms BPC+KNN (K=3)
and performs better than BPC+MD by 1.9%-4.5% for each value of Ny,., which
implies that the KNN classifier outperforms the MD classifier for the PBD model.
Note that the errors are also shown in Fig. 3 where each error bar is a distance of
one standard deviation above and below the average classification accuracy rate.
All the values of standard deviation of BPC+KNN with K =1 and K = 3 at
each value of N, are about 0.50%, which are slightly less than the average value
of standard deviation of BP Method, 1.54%. In other words, the variation of
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Fig. 3. The sketches of the average classification accuracy rates of our BPC+KNN and
the BPW+MD with respect to the number of training samples

the classification accuracy rates of BPC4+KNN for different number of training
samples is small, which affirms the robustness of our proposed BPC+KNN.

We then apply BPC+KNN and BPW+MD to the Vistex dataset [22] of 40
640 x 640 texture images (shown in Fig. 4 and denoted by Set-2), which has also
been used in [7]. Each texture image is divided into 16 128 x 128 non-overlapping
patches. We randomly select 3 training samples from each of 40 classes, and let
the other samples for test (that is, the test and training samples are separated).
The ACAR is computed over the experimental results on 10 random splits of
the training and test sets, which is listed in Table 1. We see that BPC+KNN
(K =1) outperforms BPW+MD by 8.11%.

In order to provide additional justification of our proposed method, we com-
pare BPC+KNN (K = 1) with BPW+MD and M-band ridgelet transform based

Fig. 4. The set of 40 texture images used in [7]
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Table 1. The average classification accuracy rates (%) of the three methods on the
two texture datasets

BPC + KNN (K = 1) BPW + MD [I1] MR Method [17]
Set-2 89.90 + 2.01 81.79 + 1.82 n.a.
Set-3 80.52 4 0.89 66.28 + 1.56 79.10

Table 2. The time for texture classification (TTC) and ACARs of the four methods
on the 64 texture dataset (in seconds) in the 8-training samples case

BPC + KNN (K = 1) BPC + KNN (K = 3) BPC + MD BPW + MD [I1]
TTC 206.17 206.16 207.06 692.84
ACAR 98.69% 98.17% 94.60% 91.88%

method (called MR Method) [I7] on the Vistex dataset [22] of 129 512 x 512
texture images (denoted by Set-3), which has also been used in [I7]. By the
MR Method, the texture features are extracted by the M-band ridgelet trans-
form, which is obtained by combining the M-band wavelet with the ridgelet.
Then, the support vector machine classifier is used to perform supervised texture
classification.

Each texture image is divided into 16 128 x 128 non-overlapping patches. We
select 8 training samples and compute the ACAR over the experimental results
on 10 random splits of the training and test sets. The average classification
results of these methods are listed in Table 1. It can be seen from Table 1 that
BPC+KNN (K = 1) outperforms MR Method and BPW+MD by 1.42% and
14.24%, respectively, on the large dataset.

4.2 Computational Cost

We further compare our proposed method with the other methods on compu-
tational cost. All the experiments conducted here have been implemented on a
workstation with Intel(R) Core(TM) i5 CPU (3.2GHz) and 3G RAM in Matlab
environment.

Tabel 2 reports the time for texture classification (TTC) and ACARs using
the BPC + KNN (K = 1), BPC + KNN (K = 3), BPC + MD and BPW +
MD approaches on the 64 texture dataset. The number of training samples used
in the experiments is 8. For this dataset, the BPC + KNN (K = 3) method is
the most efficient. In contrast, BPW + MD is the most time-consuming method
among them. The TTC using BPC + KNN (K = 1) is 206.17 s, which is about
3 times faster than the BPW + MD. In addition, BPC + KNN (K = 1) is also
slightly more efficient than BPC + MD. If we take into account the TTC and
ACAR, the results clearly show that BPC + KNN (K = 1) outperforms the
other methods.
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5 Conclusions

We have investigated the distribution of the coefficients in each contourlet sub-
band and tried to use the product Bernoulli distributions for modeling them. We
then apply the PBD model with the use of KNN classifier to supervised texture
classification. The various experiments have shown that our proposed method
considerably improves the texture classification accuracy in comparison with the
current state-of-the-art method based on product Bernoulli distributions in the
wavelet domain as well as the method based on the M-band ridgelet transform.
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