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Abstract. It is important in bioinformatics research and applications to select or
discover informative genes of a tumor from microarray data. However, most of
the existing methods are based on models which assume that the gene expressions
are normal distributed, which is often violated in practice. In this paper, we pro-
pose an information criterion for informative gene selection by ranking the genes
with the Kullback-Leiber discrimination information of two probability distribu-
tions of the expression levels on the tumor and normal (or another type of tumor)
samples. We use support vector machine (SVM) to construct the tumor diagnosis
system using certain top informative genes. The experiments on two well-known
data sets (colon data and leukemia data) show that the information criterion can
make the tumor diagnosis system reach 94.4% and 100% correctness rate of di-
agnosis on these two datasets, respectively.

1 Introduction

With the development of DNA microarray technology, we can now quickly obtain large-
scale gene expression profiles, i.e., the microarray data, which provide important and
detailed evidences to health state of human tissues for disease analysis and diagnosis.
Moreover, as gene studies are shifting from DNA sequencing to function analysis, the
microarry data will play a more important role since they can help us to discover and
understand the biological characteristics from a group of genes.

The microarray data can be represented by a matrix A = (aij)N×k, where the i-th
row corresponds to gene i, the j-th column corresponds to sample j, and aij denotes
the mRNA expression level of gene i in sample j. Generally, it is a large matrix with
thousands of rows according to such a number of genes in a microarray chip. As for
tumor diagnosis, each sample is labelled to be of a certain tumor or not and the tumor
diagnosis system can be trained with the supervised learning on these data. However,
the computing complexity due to the high dimension of the data has made it hard to
train the learning system. Moreover, not all these genes are relevant to the tumor and
the irrelevant genes will contribute nothing to the learning system but noise. In order to
achieve a high diagnosis accuracy, we should first select the informative genes that are
discriminative among the tumor and normal phenotypes. Meanwhile, the informative
genes provide clues to medical or biological studies.
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The problem of informative gene selection has been studied extensively in the last
five years. Golub et al.[1] proposed a kind of discrimination measurement on the genes
via a simple statistic: (µ1 − µ2)/(σ1 + σ2), similar to the t-statistic from expression
levels in two different classes. The t-statistic method and its variations are the most
popular in gene selection[2][3][4]. The statistic value is considered as a score for each
gene. Then all the genes are ranked according to their scores, and the group of top genes
are candidates for informative genes. The most serious problem for t-statistic method is
that it assumes the expression levels of each gene follow a normal distribution. However,
this is not always true in practice[5].

Many other scores have been proposed, such as NToM score[6] and BSS/WSS
score[7]. They even don’t consider the probability distributions of two-class gene ex-
pressions. According to the dimension reduction or filtering theory, some other meth-
ods are also proposed for informative gene selection, e.g., [8] [9] [10]. However, these
methods are not only lack of theoretic foundation on informative gene selection, but
also difficult to deal with, since the dimension of the data, i.e., the number of genes, is
so large.

In this paper, we propose an information criterion for informative gene selection by
measuring the discriminate power of a gene with the Kullback-Leiber discrimination in-
formation between the probability distributions of the expression level on the tumor and
normal (or another type of tumor) samples, which doesn’t need the normality assump-
tion on the expression levels. We then construct a tumor diagnosis system by the support
vector machine trained on the data set of certain top informative genes. In our exper-
iments, the information criterion can make the tumor diagnosis system reach 94.4%
correctness rate of diagnosis on colon dataset and 100% correctness rate of diagnosis
on leukemia dataset, respectively.

In the sequel, we propose our information criterion for informative gene selection in
Section 2. In Section 3, the experiments are conducted to demonstrate the information
criterion, being compared with the t-statistic method. A brief conclusion is made in
Section 4.

2 The Information Criterion

From the point of view of probability theory, the expression level of an informative gene
should subject to different probability distributions on the tumor and normal tissues,
respectively. Moreover, as this gene becomes more discriminative to the tumor, the two
probability distributions should be more different. Otherwise, the expression level of
an irrelevant gene should subject to the same probability distribution on both the tumor
and normal tissues. That is, the two probability distributions become the same in this
case. Based on this fact, we can use Kullback-Leiber discrimination information (also
known as Kullback-Leiber divergence) of these two probability distributions to evaluate
the discriminative power of the gene to the tumor.

If p(x) and q(x) are the probability distributions of the expression level on tu-
mor and normal tissues, respectively, the Kullback-Leiber discrimination information
is computed by K(p||q) =

∫
p(x) log(p(x)/q(x))dx. Since there are only a finite num-

ber of data available, we can only use the empirical distributions instead of p(x) and
q(x). For clarity, we rewrite the gene expression data by the following matrix:



An Information Criterion for Informative Gene Selection 705






a11 · · · a1m

...
...

...
aN1 · · · aNm

∣
∣
∣
∣
∣
∣
∣

b11 · · · b1n

...
...

...
bN1 · · · bNn




 , (1)

where aij is the expression level of gene i for the j-th tumor sample, while each bij is
the expression level of gene i for the j-th normal sample.

For a set of i.i.d. sample data x1, x2, · · · , xN , the empirical distribution can be esti-
mated by

p̂N (x) =
1

N

N∑

i=1

1

h
K

(
x − xi

h

)
, (2)

where K(x) is called the kernel function, h is the bandwidth of Parzen window (re-
lated with N ). In fact, Parzen[11] proved that under certain regular conditions, p̂N (x)
is an asymptotically unbiased estimator of the actual probability density function. In
our experiments we use Gaussian kernel function K(x) = 1√

2π
e−x2

and choose h by

ĥNS = ( 4
3N )1/5S, where S denotes the standard deviation of the sample data.

According to Eq.(2), from the data ai1, ai2, · · · , aim, we can get p̂i(x), the empirical
distribution of the expression level of gene i on the tumor sample data, and from the
data bi1, bi2, · · · , bin we can get q̂i(x), the empirical distribution for the expression of
gene i on the normal sample data. For symmetry, we define

Ki = K(p̂i||q̂i) + K(q̂i||p̂i) =
∫ +∞

−∞
(p̂i(x) − q̂i(x)) log

p̂i(x)
q̂i(x)

dx (3)

as the discriminative power of gene i to the tumor. Then, all genes can be ranked in the
descending order of this criterion. We can select a certain number of genes ranked first
as the informative genes and discard the rest ones.

After we select a group of informative genes, we can construct the tumor diagnosis
system by a binary (or bipolar) supervised classifier trained with the expression levels
of these informative genes. Since SVM owns a better generalization ability on a small
sample set[12], we use it as our tumor diagnosis system, with radial basis function as
the kernel function.

For comparison, we also give the t-statistic method for informative gene selection.
Actually, the t-statistic method ranks genes in the descending order of the absolute value
of t-statistic calculated from data samples in two classes as follows:

ti = (āi − b̄i)/(

√
s2

a,i

m
+

s2
b,i

n
), (4)

where āi and s2
a,i are the mean and variance of gene i’s expression level on the tumor

samples, respectively, while b̄i and s2
b,i are the mean and variance of gene i’s expression

level on the normal samples, respectively. Traditionally, t-statistic is used to test whether
two normal distributions have the same mean.

3 Experiment Results

We test the effectiveness of the information criterion for informative gene selection
through the SVM for tumor diagnosis using the two real data sets as follows:
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The colon cancer dataset1 contains the expression profiles of 2000 genes in 22 nor-
mal tissues and 40 tumor tissues[2]. In our experiments, we randomly select 44 samples
as the training set, and use the other 18 samples as test data.

The leukemia dataset2 consists of expression profiles of 7129 genes from 47 acute
lymphoblastic leukemia (ALL) and 25 acute myeloid leukemia (AML) samples[1].
Specifically, the training dataset contains 38 samples (27 ALL and 11 AML), while
the test dataset contains 34 samples (20 ALL, 14 AML).

We calculate all Ki and then rank the genes with these values. As shown above,
genes with larger Ki will have stronger discriminate powers. In the experiments, we
select the top k genes with the highest ranks, and train the SVM with the expression
levels of these k genes. We test the performance with k gradually increasing from some
initial value k0.

We use MATLAB toolbox OSU SVM 2.0 (which can be obtained from http://
eewww.eng.ohio-state.edu/˜maj/osu svm/) to implement the SVM with
the RBF kernel functions. In this situation, there are only two parameters γ and C to be
determined. Actually, the selection of γ and C affects the performance of the SVM. In
the experiments, we take a grid search procedure from 16 × 16 pairs of γ and C, and
choose the optimal values by cross validation. Then, the SVM is trained for the tumor
diagnosis. The correctness rates of tumor prediction on the two datasets with k from 1
to 300 are sketched in Figs 1 & 2, respectively.
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Fig. 1. The correctness rate of tumor prediction
on colon cancer data
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Fig. 2. The correctness rate of tumor prediec-
tion on leukemia data

From the curves in Figs 1 & 2, we can observe that as the number k of selected in-
formative genes increases from the beginning, the prediction accuracy tends to increase,
too. When the highest correctness rate of tumor prediction is reached, there exists cer-
tain interval in which each k can maintain a good prediction accuracy, although the
correctness rate may fluctuate slightly. But if k further increases, the correctness rate
begins to decrease. This means that the information criterion is significant on the se-
lection of informative genes of a tumor. It can be also found that when the number of
informative genes is properly selected, the information criterion can make the tumor

1 retrieved from http://microarray.princeton.edu/oncology/database.html
2 retrieved from http://www-genome.wi.mit.edu/cgi-bin/cancer/datasets.cgi
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diagnosis system reach 94.4% correctness rate of diagnosis on the colon dataset and
100% correctness rate of diagnosis on the leukemia dataset, respectively.

On the other hand, the experiment results show that the number of informative genes
should be carefully selected and is essential to the performance of SVM for tumor
prediction. With the more or less genes selected, the SVM would result in a drop of
prediction accuracy. However, there exist a number of weakly related genes that are not
very sensitive to the performance of the SVM for tumor prediction. It can be found by
the experiments that the optimal number of informative genes of colon cancer is about
125, while that of leukemia is about 75.
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Fig. 3. The correctness rate of tumor prediction
on colon cancer data
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Fig. 4. The correctness rate of tumor prediec-
tion on leukemia data

For comparison, we replace the gene selection criterion with the t-statistic and the
results on the two datasets are shown in Figs 3 & 4. Clearly, our information criterion
is superior to the t-statistic method on the tumor diagnosis.

4 Conclusions

We have proposed an information criterion for informative gene selection of a tumor ac-
cording to the Kullback-Leiber discriminative information between the two probability
distributions of the expression levels on the tumor and normal tissues. By experiments
on real data sets through the SVM for tumor diagnosis, we show that the information
criterion is significant and even better than the t-statistic method. Moreover, the exper-
iments also show that the information criterion can make the tumor diagnosis system
reach 94.4% correctness rate of diagnosis on colon dataset and 100% correctness rate
of diagnosis on leukemia dataset, respectively.
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